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Abstract

In this paper, I examine a dynamic general equilibrium model with trans-
actions costs imposed on the trading of assets in the �nancial markets. These
transaction costs are general functions in the model and can represent any
costs associated with asset trade that result in a real loss of resources. The
presence of these transaction costs results in a Pareto ine¢ cient equilibrium
allocation. Attempting to �x this problem, the planner will intervene by ad-
justing the transaction costs and returning the funds to the households through
a tax/subsidy scheme. The planner�s intervention must satisfy �scal balance. I
prove that over a generic subset of parameters and subject to an upper bound
on the number of household types, there exists an open set of planner interven-
tions that lead to a Pareto superior allocation.

1 Introduction

Transaction costs are pervasive in �nancial markets, both those in the real world
and those studied in economic models. Some transaction costs are measurable and
apparent such as a tax imposed by the government on the trade of an asset. Other
transaction costs are unmeasurable, but are the accepted explanation for why bene�-
cial trade does not occur. The models of derivative asset pricing rely on transaction
costs to justify the pricing of an otherwise redundant asset. In other �nancial mod-
els, the holding of an asset is divided into purchases and sales. Without transaction
costs, these two variables would be indeterminate.

Recently, interest in explaining the emergence of transaction costs has arisen. One
explanation for transaction costs is that they emerge because a �nancial intermediary
is required to facilitate asset trade. This intermediary must be compensated a market

�The author wishes to thank his advisor, Prof. Felix Kubler at the ISB at the University of
Zurich. Additional thanks goes to Simon Scheuring, Benjamin Jonen, and Kristoph Steikert for
helpful discussion. Finally, a note of gratitude goes to T. Holly for inspiring the research on this
topic. The author further acknowledges the support received while visiting at the ISB. Comments
are welcome at mhoelle@econ.upenn.edu.

1



wage for the labor required to produce such a service. The most recent work that
corrects many of the shortfalls of the previous literature is Martins-da-Rocha and
Vailakis (2009). My work does not attempt to explain why transaction costs emerge,
rather it studies conditions under which an adjustment of these transaction costs can
improve market welfare. The welfare criterion that will be used in this paper will be
the Pareto criterion.

To illustrate the normative rami�cations of transaction costs, suppose that enough
assets exist to span all states of uncertainty. If transaction costs were removed from
the model, then all households would perfectly insure against future risk by trading
�nancial assets. As a result, the equilibrium allocation would be Pareto optimal,
meaning that a planner cannot intervene and make some households better o¤without
making others worse o¤. However, with transaction costs, the equilibrium allocation
is ine¢ cient and there is justi�cation for planner intervention.

The planner will take some fraction of the value of the transaction costs and
distribute it to the households with a tax/subsidy scheme. The adjustments made
by the planner must satisfy �scal balance, that is, the sum of all adjustments must
have value 0. If the transaction costs are taxes, this statement says that the plan-
ner�s tax reform must be revenue neutral, that is, the tax revenue collected does not
change. The main result states that over a generic subset of parameters and subject
to an upper bound on the number of households, there exists an open set of planner
interventions that lead to a Pareto superior allocation.

Recent papers by Citanna et al. (2006) and del Mercato and Villanacci (2006)
analyze the normative impact of a government tax policy. Both papers, although
each has a di¤erent setup, arrive at the same conclusion. That conclusion is that
with an incomplete markets setup, for a generic subset of endowments and utilities,
the introduction of a tax can be Pareto improving. My result di¤ers from both
works in two key aspects. First, I focus entirely on one friction (transaction costs)
and do not require an incomplete markets setting. Second, these two papers prove
that for an economy without tax frictions, introducing taxes to redistribute wealth
will lead to a Pareto improvement. However, tax frictions must certainly be present
in any economy before a government can redistribute wealth. What I do is prove the
regularity of a transaction costs equilibrium (an equilibrium in which tax frictions
are already present) and then prove my generic planner intervention result given that
equilibrium.

My paper is a descendant of the works by Cass and Citanna (1998) and Elul
(1995) which questioned whether �nancial innovation is always welfare improving. In
a setting of incomplete �nancial markets, both of the above papers prove that there is
an open set of payo¤s for the new assets (under additional dimensional restrictions)
such that the introduction of this new asset actually makes all households worse
o¤. As governments are not in the business of creating new assets, I claim that it
is more interesting to study the planner adjustments of transaction costs (taxes), a
frequent action performed by governments. The framework used to prove the Cass
and Citanna (1998) result, the Citanna et al. (2006) result, the del Mercato and
Villanacci (2006) result, and the result presented in this paper was developed by
Citanna, Kajii, and Villanacci (1998).
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This paper is organized into three remaining sections. In section 2, I introduce
the general equilibrium model with transaction costs in the �nancial markets and
de�ne an equilibrium. In section 3, I state and prove the main result of this paper.
In section 4, I provide the proofs of two lemmas stated in section 2.

2 The Model

Consider a 2 period general equilibrium model with S states of uncertainty in the
second time period. Denoting the �rst period as the s = 0 state, I will number the
states as s 2 S = f0; :::; Sg: At each state, H � 2 households trade and consume
L � 2 physical commodities. There are a �nite number of both households and
physical commodities with h 2 H = f1; ::; Hg: The commodities are denoted by
the variable x: De�ne the total number of goods as G = L(S + 1) and then the
consumption set is the entire nonnegative orthant: xh 2 RG+ 8h 2 H: Concerning
notation, the vector x 2 RHG+ contains the consumptions for all households, the vector
xh(s) 2 RL+ contains the consumption by household h in state s (of all commodities),
and the scalar xhl (s) 2 R+ is the consumption by household h of the good (s; l) or
the lth physical commodity in state s:

Households are endowed with commodities in all states. These endowments are
denoted by e: I assume that all households have strictly positive endowments:

Assumption 1 eh >> 0 8h 2 H:1

In addition to endowments, the household primitives include the utility functions
uh : RG+ ! R subject to the following assumptions:

Assumption 2 uh is C3; di¤erentiably strictly increasing (i.e.,Duh(xh) >> 0
8xh 2 RG+), di¤erentiably strictly concave (i.e., D2uh(xh) is negative de�nite 8xh 2
RG++), and satis�es the boundary condition (clUh(xh) � RG++ where Uh(xh) = fx0 2
RG++ : uh(x0) � uh(xh)g) 8h 2 H:

De�ne the commodity prices as p 2 RGnf0g: Under assumption 2, the prices
satisfy p >> 0: Of all the physical commodities in each state, the �nal one (l = L)
is called the numeraire commodity, meaning that all other commodities are priced
relative to this one. For simplicity, I normalize the price of the numeraire commodity
pL(s) = 1 in every state s 2 S:

The commodities are perishable, so the households require �nancial markets to
transfer wealth between states. I assume that there are J assets (J � S). These
assets are numeraire assets meaning that the payout of each asset is in terms of the
numeraire commodity l = L: The payouts are assumed to be nonnegative and are
collected in the S � J yields matrix Y :

Y =

24r1(1) ::: rJ(1)
: ::: :

r1(S) ::: rJ(S)

35 :
1The notation eh >> 0 means that ehl (s) > 0 8(l; s):
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To get the payo¤ in terms of the unit of account, I make the preserving transformation

Y =

24pL(1) 0 0
0 ::: 0
0 0 pL(S)

35 �
24r1(1) ::: rJ(1)

: ::: :
r1(S) ::: rJ(S)

35 :
Summarizing what I said so far concerning the parameter Y :

Assumption 3 Y is a nonnegative and full rank S � J yields matrix.

The assets are in zero net supply and are denoted by the variable �: As with
consumption, �h 2 RJ is the portfolio held by an individual household h; � 2 RHJ are
the portfolios of all households, and �hj 2 R is the amount of asset j held by household
h:

For each asset j; there exists an asset price qj 2 R, which can be viewed as the
payo¤ of the asset (in terms of the unit of account) in state s = 0: Combining
the endogenous asset prices with the exogenous payouts, I will represent the overall
returns of the �nancial markets in the (S + 1)� J returns matrix R :

R =

�
�q
Y

�
:

I will model the transaction costs as costs on the trade of �nancial assets. Initially,
all households have zero asset holdings. Upon trading assets, households must pay
the real transaction costs. The transaction costs for the entire portfolio (paid in
units of account) will be determined by the mapping

F h : RJ ! R+
F h
�
�h
�
=

X
j
qj � fhj

�
�h
�
:

For any portfolio �h; the value F h
�
�h
�
is the value that must be paid as transac-

tion costs. The transaction costs are nonnegative. The transaction costs depend
(linearly) upon the asset price level (this is natural since the transaction costs will
represent a loss of some physical amount of assets). The transaction costs are het-
erogeneous across households.

The mapping fhj is the actual amount of asset j that must be paid as transaction
costs. These costs (in terms of asset j) will depend not only on the position of asset
j; �hj ; but also on the position of the other assets �

h
�j: The transaction costs mappings

(parameters of the model) are given by the vector-valued function fh =
�
fh1 ; ::; f

h
J

�
where

fhj : RJ ! R+ 8j:
I impose the following assumptions on fhj 8h and 8j:

Assumption 4 fhj is C
3; di¤erentiably strictly convex in �hj ; and satis�es

fhj (�) = 0 for any � 2 RJ with �j = 0: By strict convexity in �hj ; I mean that
aTD2fhj

�
�h
�
a � 0 8a with strict inequality if aj 6= 0 and �hj 6= 0 8j:
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Claim 1 Given q >> 0; F h is C3; di¤erentiably strictly convex, and satis�es F h(0) =
0:

Proof. The �rst and the last are obvious. For the second, note that the J � J
Hessian for F h can be equivalently written as:

D2F h
�
�h
�
=
X

j
qj �D2fhj

�
�h
�

where qj is a scalar multiplier of the Hessians D2fhj
�
�h
�
: With q >> 0; since

aTD2fhj
�
�h
�
a � 0 8a; then aTD2F h

�
�h
�
a � 0 8a: For strict inequality, if �hj 6= 0 8j

and since aTD2fhj
�
�h
�
a > 0 8a : aj 6= 0 and this holds 8j; then aTD2F h

�
�h
�
a > 0

8a 6= 0:
Though this paper does not o¤er an explanation for why the transaction costs are

strictly convex, the recent work by Martins-da-Rocha and Vailakis (2009) may shed
some light on the question. Their work models transaction costs as an endogenous
result of the labor that must be input to produce �nancial intermediation. The labor
to intermediate a �nancial transaction can be supplied by any of the households in
the economy (pure competition). The production set for intermediation needs to
be convex. Further, households receive a convex disutility from labor. As a result,
the equilibrium transaction costs for a portfolio �h 2 RJ are a function of the utility
loss from providing the labor necessary to intermediate �h: Martins-da-Rocha and
Vailakis implement a linear transaction costs structure (a constant commission paid
by households on all asset trades). With a linear transaction costs structure, there
is only one variable to endogenize: the slope. However, with a convex production
set and convex disutility, the intuitive idea (though harder to implement) is that the
per-unit transaction costs will strictly increase with the size of the trade. This would
endogenously generate the strict convexity of transaction costs that I assume in my
model.

De�ne the canonical representation for the transaction costs mappings as that
speci�cation whereby the transaction costs are independent across assets. In this
case, fhj is only a function of �

h
j and D

2F h
�
�h
�
is a positive de�nite, diagonal matrix.

The transaction costs are paid in terms of the numeraire assets and can be likened
to a sieve which collects a certain percentage of the total asset trade. Since the assets
are numeraire and pay out in the real physical commodity l = L; the transaction costs
have a real e¤ect in that the sieve is removing the commodities l = L from the total
resources of the economy. A transaction costs equilibrium is thus de�ned as follows.

De�nition 1
��
xh; �h

�
h2H ; p; q

�
is a transaction costs equilibrium if

1. 8h 2 H; given (p; q);�
xh; �h

�
is an optimal solution to the household�s maximization problem

max
x�0;�

uh(x)

subj to p(0)(eh(0)� x(0))� q� �
P

j qj � fhj (�) � 0
8s > 0 p(s)(eh(s)� x(s)) +

P
j rj(s)�j � 0

: (HP)
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2. Markets ClearP
h x

h
l (s) =

P
h e

h
l (s) 8(l; s) =2 f(L; 1); ::; (L; S)g:P

h x
h
L(s) =

P
h e

h
L(s) +

P
h

P
j rj(s) � �

h
j 8s > 0:P

h �
h
j +

P
h f

h
j

�
�h
�
= 0 8j:

The existence of such an equilibrium is well-known and hence its proof is omit-
ted.

The total �nancial payout in s = 0 for some asset j including both the asset price
and the transactions costs is given by �qj � ~fhj

�
�h
�
where

~fhj : �E ! ~fhj (�E)

~fhj
�
�h
�
= �hj + fhj

�
�h
�
:

�E is the set containing all potential equilibrium portfolios (E for equilibrium),
that is, assets that satisfy household optimization and market clearing. So far nothing
I have said indicates that �E 6= RJ ; but claims 2 and 3 will do just that. By
construction ~fhj satis�es the conditions of assumption 4. Let ~f

h =
�
~fh1 ; ::;

~fhJ

�
be the

Cartesian product of
�
~fhj

�
8j
with ~fh : �E ! ~fh (�E) :

Claim 2 In equilibrium, q �D ~fh
�
�h
�
>> 0 8�h 2 �E:

Proof. The following are the �rst order conditions of the household�s problem (HP )
with respect to �h where �h are the Lagrange multipliers:

�h

0BB@
� (q1; ::; qJ) �D ~fh

�
�h
�

r(1)
:

r(S)

1CCA = 01�J : (1)

This is best seen as the (j; k) element of D ~fh
�
�h
�
is

@ ~fhj (�h)
@�k

and the �rst order

condition for any one asset �hk is given as:

�h

0BBB@
�
P

j qj
@ ~fhj (�h)
@�k

rk(1)
:

rk(S)

1CCCA = 0: (2)

From (2) with
P

s>0 �
h(s)rk(s) > 0 and �

h(0) > 0; then �
P

j qj
@ ~fhj (�h)
@�k

< 0 8k:
This �nishes the proof.

Take the canonical representation for the transaction costs in which fhj is only a
function of �hj : Then ~f

h
j is only a function of �

h
j and D ~f

h
�
�h
�
is a diagonal matrix.
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Claim 3 Under the canonical representation, equilibrium conditions imply q >> 0
and ~fh : �E ! ~fh (�E) is an invertible function.

Proof. From the previous claim, q �D ~fh
�
�h
�
>> 0 8�h 2 �E: Under the canonical

representation, D ~fh
�
�h
�
is a diagonal matrix. Thus, if I can show that q >> 0;

then q �D ~fh
�
�h
�
>> 0 implies that D ~fh

�
�h
�
has strictly positive diagonal elements

for all �h 2 �E: Applying the Inverse Function Theorem would yield that ~fh is an
invertible function.

Consider any asset j and suppose for contradiction that qj � 0: Then qj < 0 and
@ ~fhj (�h)
@�j

< 0 8h from (2): By the de�nition of

@ ~fhj
�
�h
�

@�j
= 1 +Dfhj

�
�hj
�
< 0;

then Dfhj
�
�hj
�
< �1: Since fhj : R ! R+ has the global minimum at �hj = 0; then

�hj < 0: From the market clearing condition:P
h
~fhj
�
�hj
�
= 0;

there exists some households such that ~fhj
�
�hj
�
� 0: For these households, the �nan-

cial payout in state s = 0 is given by

�qj � ~fhj
�
�hj
�
� 0

and the payout in states s > 0 is given by0@ :

rj(s)�
h
j

:

1A < 0:

As a result, these households are not optimizing as �hj = 0 is a¤ordable and strictly

preferred. Thus qj < 0 and
@ ~fhj (�h)
@�j

< 0 cannot be an equilibrium outcome for any
household h:

To proceed, I will need to use the inverse function of ~fh : �E ! ~fh (�E) : Under
the canonical representation, ~fh is invertible. Without the canonical representation,
~fh may not be invertible. I will return to this point in lemma 2. For now, I state
the results conditional on ~fh being an invertible function.

Claim 4 If ~fh : �E ! ~fh (�E) is an invertible mapping and Y �
h
D ~fh

�
�h
�i�1

is a

nonnegative matrix for all equilibrium �h; then q >> 0:2

2Since Y is nonnegative by assumption 3 and under the canonical representation D ~fh
�
�h
�
is a

strictly positive, diagonal matrix, then for an open set of matrices around the canonical representa-

tion, Y �
h
D ~fh

�
�h
�i�1

is nonnegative. For this open set, the nonnegativity assumption in claim 4

need not be stated.
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Proof. Since ~fh is invertible, the matrix
h
D ~fh

�
�h
�i�1

has full rank. Thus Y �h
D ~fh

�
�h
�i�1

is a full rank matrix. From the �rst order conditions given in (1) :

qD ~fh
�
�h
�
=

�
�h(1); ::; �h(S)

�
�h(0)

� Y:

Thus, the asset prices q are given by:

q =

�
�h(1); ::; �h(S)

�
�h(0)

� Y �
h
D ~fh

�
�h
�i�1

:

Since Y �
h
D ~fh

�
�h
�i�1

is a nonnegative, full rank matrix, there exists at least one

strictly positive element in each column. As �h >> 0; then q >> 0:
I will de�ne the new asset variable �h 2 RJ such that

�h = ~fh
�
�h
�
or �hj = ~fhj

�
�h
�
8j:

If ~fh : �E ! ~fh (�E) is invertible, then 9gh : ~fh (�E)! �E such that

gh =
�
~fh
��1

gh
�
�h
�
= �h:

The vector gh =
�
gh1 ; ::; g

h
J

�
is such that ghj : ~f

h (�E)! R is C3 8j: Further, if �hj 6= 0
8j; then �hj 6= 0 8j since �hj = ~fhj

�
�h
�
= �hj + fhj

�
�h
�
:

With this alternative asset, I will rede�ne a transaction costs equilibrium.

De�nition 2
��
xh; �h

�
h2H ; p; q

�
is a ��transaction costs equilibrium if

1. 8h 2 H; given (p; q);�
xh; �h

�
is an optimal solution to the household�s maximization problem

max
x�0;�

uh(x)

subj to p(0)(eh(0)� x(0))� q� � 0
8s > 0 p(s)(eh(s)� x(s)) +

P
j rj(s)g

h
j (�) � 0

: (HP2)

2. Markets ClearP
h x

h
l (s) =

P
h e

h
l (s) 8(l; s) =2 f(L; 1); ::; (L; S)g:P

h x
h
L(s) =

P
h e

h
L(s) +

P
h

P
j rj(s)g

h
j

�
�h
�
8s > 0:P

h �
h
j = 0 8j:
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De�ne the total �nancial payout in each state s > 0 as the function

Ghs : RJ ! R
Ghs
�
�h
�
=

X
j
rj(s) � ghj

�
�h
�
:

Then Gh : RJ ! RS de�ned as the Cartesian product Gh =
�
Gh1 ; :::; G

h
S

�
is given

equivalently by:

Gh
�
�h
�
= Y �

0@ gh1 (�
h)
:

ghJ(�
h)

1A
where

0@ gh1 (�
h)
:

ghJ(�
h)

1A = gh
�
�h
�
: Thus, the derivative of Gh

�
�h
�
(an S � J matrix) is

given by:
DGh

�
�h
�
= Y �Dgh

�
�h
�
:

Dgh
�
�h
�
has full rank and so DGh

�
�h
�
has full column rank.

De�ne the (S + 1)�G price matrix

P =

24p(0) 0 0
0 ::: 0
0 0 p(S)

35 :
I can characterize the ��transaction costs equilibria with a system of equations �:
De�ne n = H(G+ J + S + 1) + J +G� (S + 1) as the number of variables. Given
parameters � =

�
eh; uh; fh

�
h2 H ; the variables � =

��
xh; �h; �h

�
h2H ; p; q

�
constitute

a ��transaction costs equilibrium i¤ �(�; �) = 0 2 Rn where
�(�; �) =

(FOCx)
:

Duh(xh)� �hP
:

(BC)

:
p(0)(eh(0)� xh(0))� q�h

p(s)(eh(s)� xh(s)) +
P

j rj(s)g
h
j

�
�h
�
8s > 0

:

(FOC�)

:

�h
�

�q
Y �Dgh(�h)

�
:

(MCx)
P

h2H(e
h
l (s)� xhl (s)) 8l 6= L; 8s � 0

(MC�)
P

h2H �
h

Claim 5 If ~fh : �E ! ~fh (�E) is an invertible mapping andD2F h
�
�h
�
�
h
D ~fh

�
�h
�i�2

is a positive semide�nite matrix for all equilibrium �h; then
P

s>0 �
h(s) � D2Ghs

�
�h
�
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is a negative semide�nite matrix.3

Proof. I will employ the Einstein summation convention in this proof for notational
simplicity. A good reference is Lee (2006).

As gh =
�
~fh
��1

; then for any �h :

gh � ~fh
�
�h
�
= �h

Dgh
�
~fh
�
�h
��
�D ~fh

�
�h
�
= IJ :

De�ne �h = ~fh
�
�h
�
and �j =

P
s>0 �

h(s)rj(s) > 0: Then premultiply the above
equation by

�
�1; ::; �J

�
to obtain:�

�1; ::; �J
�
Dgh

�
�h
�
�D ~fh

�
�h
�
=
�
�1; ::; �J

�
: (3)

Equation (3) is equivalent to (using the Einstein summation convention):

�jDghj
�
�h
�
�D ~fh

�
�h
�
=
�
�1; ::; �J

�
:

Taking a second derivative yields:

�jD2ghj
�
�h
�
�
�
D ~fh

�
�h
��2

+ �jDkg
h
j

�
�h
�
D2 ~fhk

�
�h
�
= 0: (4)

De�ne
�
 1; ::;  J

�
such that  k = �jDkg

h
j

�
�h
�
: Then (4) can be written as:

�jD2ghj
�
�h
�
�
�
D ~fh

�
�h
��2

+  kD2 ~fhk
�
�h
�
= 0: (5)

From the �rst order conditions with respect to �hk of the problem (HP2) :

�h

0BB@
�qk

rj(1)Dkg
h
j

�
�h
�

:
rj(S)Dkg

h
j

�
�h
�
1CCA = 0:

By the de�nition of �j and  k; the terms  k = �h(0)qk 8k: Thus, (5) reduces to

�jD2ghj
�
�h
�
�
�
D ~fh

�
�h
��2

+ �h(0)qkD2 ~fhk
�
�h
�
= 0: (6)

By de�nition, F h
�
�h
�
= qkfhk

�
�h
�
: Since ~fh

�
�h
�
= �h + fh

�
�h
�
; then

D2F h
�
�h
�
= qkD2 ~fhk

�
�h
�
:

3Since D2Fh
�
�h
�
is positive semide�nite from claim 1 and under the canonical representationh

D ~fh
�
�h
�i�2

is a strictly positive, diagonal matrix, then for an open set of matrices around the

canonical representation, D2Fh
�
�h
�
�
h
D ~fh

�
�h
�i�2

is positive semide�nite. For this open set, the

semide�nite assumption in claim 5 need not be stated.
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By de�nition,
P

s>0 �
h(s) �D2Ghs

�
�h
�
= �jD2ghj

�
�h
�
:

Thus, inserting these de�nitions into (6) and rearranging terms yields the �nal
equation: X

s>0
�h(s) �D2Ghs

�
�h
�
= ��h(0)D2F h

�
�h
� h
D ~fh

�
�h
�i�2

: (7)

IfD2F h
�
�h
� h
D ~fh

�
�h
�i�2

is a positive semide�nite matrix, then
P

s>0 �
h(s)�D2Ghs

�
�h
�

is a negative semide�nite matrix. This completes the proof.
As a well-known regularity result extended to this model, I state without proof

the following lemma (with associated well-known corollary).

Lemma 1 The matrix D��j�(�;�)=0 has full row rank on a generic subset of endow-
ments E = f(eh)h2 H : e

h >> 0g:

Corollary 1 Over a generic subset of endowments E = f(eh)h2 H : e
h >> 0g; then

(i) 9l < L (without loss of generality, l = 1) such that (eh1(s) � xh1(s)) 6= 0 8s > 0;
8h and (ii) �hj 6= 0 8j; 8h:

Critical in de�ning the ��transaction costs equilibrium is that the mapping ~fh :
�E ! ~fh (�E) is invertible. Up until now, the results only hold conditional on the
mapping ~fh being invertible. Under the canonical representation, the mapping ~fh is
invertible. No known conditions exist to guarantee that ~fh is always invertible for
the general representation.4 Lemma 2 will �nd an open set in which all mappings
~fh will be invertible and this is possible as the set of invertible matrices is an open
set. The proof of lemma 2 is contained in section 4.

Lemma 2 There exists an open set of transaction costs mappings
�
fh
�
h2 H such

that for mappings in this set and endowments
�
eh
�
h2 H in a generic subset of E ; the

mapping ~fh : �E ! ~fh (�E) is invertible 8h 2 H:

The next lemma will be useful in the proof of the main theorem. The result
from the lemma is su¢ cient to prove that, over a generic subset of endowments, all
equilibrium allocations are Pareto ine¢ cient. The proof of lemma 3 is contained in
the appendix.

Lemma 3 With H � S; the matrix0@ �1(1)(e11(1)� x11(1)) :::: �H(1)(eH1 (1)� xH1 (1))
: :

�1(S)(e11(S)� x11(S)) :::: �H(S)(eH1 (S)� xH1 (S))

1A
has full column rank on a generic subset of endowments E = f(eh)h2 H : e

h >> 0g:
4It is possible to use investment constraints to restrict the asset trade to a subset such that�
~fh
�
h2H

are invertible over the restricted domains. This, however, adds an unwanted additional

friction to this transaction costs model.
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The fact that ghj is strictly concave leads to the ine¢ ciency of the equilibrium allo-
cation. If ghj was a linear function of �

h
j only (8h and 8j); then the equilibrium would

exactly equal the GEI equilibrium. With complete markets J = S; the equilibrium
allocation would be Pareto optimal.

This ine¢ ciency in the equilibrium allocation (a generic result given lemma 3)
justi�es planner intervention. The planner will make adjustments to the transaction
costs while satisfying �scal balance. For asset j;

P
h2H f

h
j

�
�h
�
is the total amount of

asset lost due to the transaction costs. The planner will intervene by taking the value
j
P

h2H f
h
j

�
�h
�
and returning it to the households using an anonymous subsidy/tax

scheme. The planner choice j can be either positive (a reduction in transaction
costs) or negative (an increase in transaction costs).5 Fiscal balance requires that
the net adjustment has value zero:X

j
j
X

h2H
fhj
�
�h
�
= 0: (BB)

I will call this the budget balance (BB) equation.
The planner has tools given by the vector  =

�
:::; j; ::

�
2 RJ : I will call any

equilibrium that results following planner intervention the planner updated equilib-
rium. This is in contrast to the original ��transaction costs equilibrium. If  = �!0 ;
the planner is taking no action and the planner updated equilibrium is identical to
the original ��transaction costs equilibrium.6

Under the tax/subsidy scheme, the households are likely to make di¤erent op-
timizing decisions. De�ne the asset choices of the planner updated equilibrium as�
�̂
h
�
h2H

: Notice that the original asset choice �h under the ��transaction costs
equilibrium will still be feasible given the newly introduced tax/subsidy scheme.

The tax/subsidy scheme will be such that after planner intervention, the house-
holds will have asset payouts given by:

rhj (s) = �jrj(s) if �̂
h

j < 0

rhj (s) = (2� �j)rj(s) if �̂
h

j � 0:

The variable
�
�j
�
8j is determined uniquely by  from the materials balance condition:

�j
X

h2H

�
�̂
h

j

��
+ (2� �j)

X
h2H

�
�̂
h

j

�+
=
�
1� j

�X
h2H

�̂
h

j :

The materials balance condition can be equivalently rewritten (as �̂hj 6= 0 8j and
8h 2 H from corollary 1 implies

P
h2H �̂

h

j < 0 8j):

�j =

�
1� j

�P
h2H �̂

h

j � 2
P

h2H

�
�̂
h

j

�+
P

h2H �̂
h

j � 2
P

h2H

�
�̂
h

j

�+ :

5Implicitly, I require that j � 1; since it is not well-de�ned for a planner to reduce the transaction
costs by more than 100%.

6Planner inaction trivially satis�es the budget balance equation.
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If j > 0; then �j < 1; so debtors �̂
h

j < 0 pay back less and creditors �̂
h

j � 0 receive a
higher payout.

The planner tool  is of dimension J: However due to the budget balance equation
(BB); the planner only has J � 1 degrees of freedom in choosing : To obtain the
result that the planner can use the vector  to generically e¤ect a Pareto improvement,
there must be as many free tools as households. Thus, throughout this work, the
assumption H � J � 1 is essential.7

3 The Result

Theorem 2 Under assumptions 1-4 with both 2 � H � J � 1 and L � 2 and for
parameters � =

�
eh; uh; fh

�
h2 H belonging to a generic subset of � = E �U �F where

E = f(eh)h2 H : e
h >> 0g; U is the set of utility functions satisfying assumption 2, and

F is the set of transaction costs mappings satisfying assumption 4 and belonging to
the open set given in lemma 2, then given the original ��transaction costs equilibrium
allocation, there exists a planner policy satisfying �scal balance such that the planner
updated allocation is Pareto superior and the new equilibrium is regular.

Proof The implication of the theorem is that an open set of  exists (call
it A) such that if  2 A; then all households are made better o¤, provided that
H � J � 1: The proof of this theorem will follow the framework of Citanna, Kajii,
and Villanacci (1998), henceforth simply CKV. The principal task will be to show
that the vector of household utilities U (�; ) =

�
u1(x1); ::; uH(xH)

�
is a submersion.

Picking a vector of parameters �� =
�
�eh; �uh; �fh

�
h2 H such that

�
�eh
�
h2 H belongs

to a generic subset of E ; then all resulting ��transaction costs equilibria are regular
values of �: In particular, this means that there exists an open set �0 around �� such
that for any parameters � 2 �0; the resulting equilibria satisfy the rank condition of
lemma 1. The set of

�
xh
�
h2 H such that

�
u1(x1); ::; uH(xH)

�
>>

�
u1(�x1); ::; uH(�xH)

�
is an open set where

�
�xh
�
h2 H is the equilibrium allocation resulting from the original

parameters ��: As such, if for some planner tool �; the resulting planner updated
allocation is Pareto superior, then all planner updated equilibrium allocations given
 in an open neighborhood around � are Pareto superior as well.

Given parameters � =
�
eh; uh; fh

�
h2 H ; the variables �̂ =

��
x̂h; �̂h

�
h2H ; p̂; q̂

�
and

policy parameters  constitute a planner updated equilibrium i¤�(�̂; ; �) = 0: � has
one more equation than the system � used to de�ne a ��transaction costs equilibrium
and is de�ned as:

7If the assumption H � J � 1 appears restrictive, using the idea from Cass and Citanna (1998),
the parameter H can be viewed as the number of di¤erent types of households. All households of
the same type will have parameters (endowments, utilities, and transaction costs mappings) that lie
in an open set around the speci�ed parameters for h 2 H:
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�(�̂; ; �) =

FOCx()

:

Duh(x̂h)� �̂
h
P̂

:

(BC)

:

p̂(0)(eh(0)� x̂h(0))� q̂�̂h

p̂(s)(eh(s)� x̂h(s)) +
P

j r
h
j (s)g

h
j

�
�̂h
�
8s > 0

:

(FOC�)

:

�̂
h
�

�q̂
Ŷ h �Dgh(�̂h)

�
:

(MCx)
P

h2H(e
h
l (s)� x̂hl (s)) 8l 6= L; 8s � 0

(MC�)
P

h2H �̂
h

(BB)
P

j j
P

h2H
�
�̂hj � ghj (�̂

h)
�

The matrix Ŷ h is the payout function with terms
�
rhj (s)

�
as de�ned at the end of

section 2.
By de�nition, if �(�̂;

�!
0 ; �) = 0 and �(�; �) = 0; then �̂ = �:

De�ne the matrix (H + n+ 1)� (n+ J) matrix 	0 :

	0 =

�
D�U(�̂; ) 0

D��(�̂; ; �) D�(�̂; ; �)

�
:

From CKV, if 	0 has full row rank, 9�̂ 6= � s.t. �̂ satis�es � = 0 (for some ) and
U(�̂) > U(�): The matrix 	0 is square if H + 1 = J , but if H + 1 < J; then there
are more columns than rows and I must remove some columns (it does not matter
which) in order to obtain a square matrix 	: This matrix 	 does not have full rank
i¤ 9� 2 RH+n+1 s.t. �0(�̂; ; �; �) = 0 where

�0(�̂; ; �; �) =

�
	T�

�T�=2� 1

�
:

I will have proven the theorem if I can show that for a generic choice of � 2 �, there
does not exist (�; �) s.t.

�(�; �) = 0 (�;�0)

�0(�;
�!
0 ; �; �) = 0:

Counting equations and unknowns, (�;�0) has n equations in �; n variables �;
H + n + 2 equations in �0; and only H + n + 1 variables �: I must show that over
a generic subset of parameters (exactly which generic subset will be discussed next),
the system of equations (�;�0) (more equations than variables) has full rank. To
show full rank of (�;�0) ; I will reference the (ND) condition of CKV, which is a
su¢ cient condition for the full rank of (�;�0) : The condition states that for  =

�!
0

14



and �̂ = �; the matrix � �
	T

�T

�
D��

0
�
has full row rank (ND)

where � are the parameters on which the genericity statement is made.
For simplicity, I divide the vector �T into subvectors that each represent a certain

equation in 	: De�ne �T =
�
�uT ;�xT ;��T ;��T ;�pT ;�qT ;�b

�
2 RH+n+1 where

each subvector corresponds sensibly to an equation (row) in 	 as follows:

�uT () U(�; �̂)

�xT () FOCx

��T () BC

��T () FOC�

�pT () MCx

�qT () MC�

�b () BB:

With  =
�!
0 ; the variables

��
x̂h; �̂

h
; �̂h
�
h2H

; p̂; q̂
�
=
��
xh; �h; �h

�
h2H ; p; q

�
: A

subset of the equations �T	 = 0 are given by (corresponding to derivatives with
respect to

�
(xh; �h; �h)h2H

�
in that order):

:
�uhDu

h(xh) + �xThD
2uh(xh)���ThP ��pT� = 0:

:
(8:a) (8)

:

��xThP T +��Th
�

�q
Y Dgh(�h)

�T
= 0:

:

(8:b)

:

��Th

�
�q

Y Dgh(�h)

�
+��Th

P
s>0 �

h(s) �D2Ghs
�
�h
�
+

�qT +�b
��! � �IJ �Dgh(�h)

��
= 0:

:

(8:c)

where � is the (G� S � 1)�G matrix

� =

24�IL�1 0
�
0 0

0 ::: 0
0 0

�
IL�1 0

�
35

and
P

s>0 �
h(s) � D2Ghs

�
�h
�
is the J � J negative de�nite matrix de�ned in section

2.8

8The term �! �
�
IJ �Dgh(�h)

�
is the 1�J derivative matrix of the budget balance equation with

respect to �h: The proof of the result requires me to prove the (ND) condition for �! = 0: Thus,
this term has value 0 and will be ignored in future analysis.
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For simplicity, I break up the analysis into two cases. Those are Case I: �xTh 6= 0
8h 2 H and Case II: �xTh = 0 for some h 2 H: In Case I, I show that (ND) holds
over a generic subset of parameters. In Case II, I show that the system of equations
(�;�0) will generically not have any solution.

Case I: �xTh 6= 0 8h 2 H

Claim 6
�
�uh;�p

T ;�qT
�
6= 0 8h 2 H

Proof. Suppose that
�
�uh;�p

T ;�qT
�
= 0 for some h: Then (8:a) reads

�xThD
2uh(xh)���ThP = 0:

Postmultiplying by �xh and using (8:b); I obtain

�xThD
2uh(xh)�xh = ��

T
h

�
�q

Y Dgh(�h)

�
��h

and using (8:c) with �qT = 0; I �nally reach

�xThD
2uh(xh)�xh = ���Th

�X
s>0

�h(s) �D2Ghs
�
�h
��
��h: (9)

As
P

s>0 �
h(s) �D2Ghs

�
�h
�
is a negative semide�nite matrix, then the right-hand side

of (9) is nonnegative. Meanwhile, from assumption 2, the left-hand side is strictly
negative. The contradiction �nishes the claim.

Claim 7 For  =
�!
0 ; then Du�

0 =

�
A�
�!
0

�
where A� has full row rank and corre-

sponds to the rows for derivatives with respect to
�
xh
�
h2H :

Proof. Consider the space of utility functions
�
uh
�
h2H 2 U ; where u

h satis�es as-
sumption 2. The space U is in�nite-dimensional and is endowed with the C3 uniform
convergence topology on compact sets. This means that a sequence of functions fu�g
converges uniformly to u i¤ fDu�g; fD2u�g; and fD3u�g uniformly converge to Du;
D2u; and D3u, respectively. Additionally, any subspace of U is endowed with the
subspace topology of the topology of U : I will use the regularity result from lemma
1 to de�ne utility functions as locally belonging to the �nite-dimensional subset A �
U :

Using lemma 1, pick a regular value ��: For that ��, there exist �nitely many
equilibria

�
��i; ��

�
i = 1; ::; I: Further, there exist open sets �0 and A0hi s.t. �x

h
i 2 A0hi ;

the sets A0hi are disjoint across i; and 8� 2 �0; 9! equilibrium xhi 2 A0hi : Choose
A0hi such that the closure �A

0h
i is compact and there exist disjoint open sets ~A

0h
i s.t.

A0hi � �A0hi � ~A0hi :
For each household, de�ne a bump function �h : RG+ ! [0; 1] with I bumps as

�h = 1 on A0hi and �
h = 0 on ( ~A0hi )

c: Now, I de�ne uh in terms of a G�G symmetric
matrix Ah as:

uh(xh;Ah) = �u(xh) +
1

2
�h(xh)

X
i

�
(xh � �xhi )TAh(xh � �xhi )

�
: (10)
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Thus, the space of symmetric matrices Ah 2 A is a �nite dimensional subspace of
U : Since A has the subspace topology of U ; then uh(�;A�) ! uh(�;A) i¤ A� ! A.
This can be seen by taking derivatives and noting that the function �u stays �xed at
the regular value.

Taking derivatives with respect to xh 2 A0hi yields:

Dxu
h(xh;Ah) = D�u(xh) + Ah(xh � �xhi )

D2
xxu

h(xh;Ah) = D2�u(xh) + Ah:

A is a G(G+ 1)=2 dimensional space, so write Ah as the vector�
(Ahi;i)i=1;::;G; (A

h
i;j)i<j;i=1;::;G�1

�
:

Postmultiply D2
xx by �xh :

D2
xxu

h(xh;Ah)�xh = D2�u(xh)�xh + Ah�xh:

Taking derivatives with respect to the parameter uh is equivalent to taking deriv-
atives with respect to Ah :

Du

�
D2
xxu

h(xh;Ah)�xh
�
= DA

�
Ah�xh

�
=

0@ �x1h 0 0
0 ::: 0
0 0 �xGh

�(1) ::: �(G� 1)

1A 2 RG;G(G+1)=2

where the submatrix �(i) is de�ned as

�(i) =

0BBBB@
0 2 Ri�1;G�i0BB@

�xi+1h ::: �xGh
�xih 0 0
0 ::: 0
0 0 �xih

1CCA
1CCCCA 2 RG;G�i:

Thus, since �xh 6= 0 (without loss of generality �x1h 6= 0), then

rankDA

�
D2
xxu

h(xh;Ah)�xh
�
= G: (11)

Out of all the rows 	T ; the utility function uh only appears in the row for deriv-
atives with respect to xh: This row in 	T for one household h is given by (as in
(8:a)):

U(�; �̂) FOCx BC FOC� MCx MC��
Duh(xh)

�T
D2uh(xh) �P T 0 ��T 0

:

Thus, taking the derivative DAh�
0 = DAh	

T�; the only nonzero element is

DAh

��
Duh(xh)

�T
�uh +D2uh(xh)�xh � P T��h � �T�p

�
17



= DAh

��
Duh(xh;Ah)

�T
�uh

�
+DAh

�
D2uh(xh;Ah)�xh

�
:

From the construction of Ah; Dxu
h(xh;Ah) = D�u(xh) + Ah(xh � �xhi ) = D�u(xh) for

 =
�!
0 (since xh = �xhi ). Thus DAh(Dxu

h(xh;Ah)�uh) = 0: Using (11); then
DAh

�
D2
xxu

h(xh;Ah)�xh
�
is a full rank matrix of size G� (G(G� 1)=2): Thus A� =24::: 0 0

0 DAh
�
D2
xxu

h(xh;Ah)�xh
�
0

0 0 :::

35 has full row rank.
Consider the space of transaction costs mappings for all households

�
F h
�
h2H : By

de�nition, F h
�
�h
�
=
P

j qj � fhj
�
�h
�
depends on the endogenous asset prices. In

equilibrium, q >> 0 and all the results follow by letting the asset prices (qj)8j be
�xed at some strictly positive values.

Claim 8 For  =
�!
0 and if ��h 6= 0 8h 2 H; then DF�

0 =

0@ �!
0
B�
�!
0

1A where B� has

full row rank and corresponds to the rows for derivatives with respect to
�
�h
�
h2H :

Proof. Consider the space of functions
�
F h
�
h2H 2 F ; where F

h
�
�h
�
=
P

j qj �fhj
�
�h
�

as in section 2 and fhj satis�es assumption 4. The space F is in�nite-dimensional
and is endowed with the C3 uniform convergence topology on compact sets (same as
U). I will use the regularity result from lemma 1 to de�ne utility functions as locally
belonging to the �nite-dimensional subset B � F :

Exactly as with utility functions, I de�ne F h in terms of a J�J symmetric matrix
Bh as:

F h(�h;Bh) = �F (�h) +
1

2
�h(�h)

X
i

h
(�h � ��hi )TBh(�h � ��hi )

i
: (12)

Thus, the space of symmetric matrices Bh 2 B is a �nite dimensional subspace of
B:

Taking derivatives with respect to �h yields:

D�F
h(�h;Bh) = D �F (�h) +Bh(�h � ��hi )

D2
�F

h(�h;Bh) = D2 �F (�h) +Bh:

Recall the analysis in the proof of claim 5, namely equation (7) :X
s>0

�h(s) �D2Ghs
�
�h
�
= ��h(0)D2F h

�
�h
� h
D ~fh

�
�h
�i�2

: (7)

Thus, I replace D2F h
�
�h
�
by D2 �F (�h) + Bh and post-multiply both sides of (7) by

��h to yield:X
s>0

�h(s) �D2Ghs
�
�h
�
��h = ��h(0)

�
D2 �F (�h) +Bh

� h
D ~fh

�
�h
�i�2

��h:
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Taking derivatives with respect to the parameter F h is equivalent to taking deriv-
atives with respect to Bh :

DB

�
��h(0)

�
D2 �F (�h) +Bh

� h
D ~fh

�
�h
�i�2

��h

�
=

= ��h(0)

0@hD ~fh ��h�i�2
0@ ��1h 0 0

0 ::: 0
0 0 ��Jh

�(1) ::: �(J � 1)

1A1A 2 RJ;J(J+1)=2

where the submatrix �(i) is de�ned as

�(i) =

0BBBB@
0 2 Ri�1;J�i0BB@

��i+1h ::: ��Jh
��ih 0 0
0 ::: 0
0 0 ��ih

1CCA
1CCCCA 2 RJ;J�i:

With �h(0) > 0 and
h
D ~fh

�
�h
�i�2

a full rank matrix, I only need to verify that0@ ��1h 0 0
0 ::: 0
0 0 ��Jh

�(1) ::: �(J � 1)

1A has full rank. If ��h 6= 0 (without loss

of generality ��1h 6= 0), then

rankDBh

�X
s>0

�h(s) �D2Ghs
�
�h
�
��h

�
= J: (13)

As the above development with utilities uh reveals, although the function gh ap-
pears in both rows for derivatives with respect to �h and �h (see equations (8:b) and
(8:c)), the only nonzero derivatives DBh

�
	T�

�
are those due to the second derivativeP

s>0 �
h(s) �D2Ghs

�
�h
�
in (8:c): Using (13) and if ��h 6= 0; then the J�(J(J � 1)=2)

matrix DBh
�P

s>0 �
h(s) �D2Ghs

�
�h
�
��h

�
has full rank. Thus, if ��h 6= 0 8h 2 H;

then B� =

24::: 0 0

0 DBh
�P

s>0 �
h(s) �D2Ghs

�
�h
�
��h

�
0

0 0 :::

35 has full row rank.
The matrix

� �
	T

�T

�
DA�

0 DB�
0
�
is given below (where the rows corre-

spond to the equilibrium variables
�
(xh; �h; �h)h2H; p; q

�
; policy variables (); and

vector vT in that order). To conserve on space, I will employ the following conven-
tions:

c
�
Ah
�
=

0@ A1

:
AH

1A ; r
�
Ah
�
=
�
A1 ::: AH

�
; d

�
Ah
�
=

0@A1 0 0
0 ::: 0
0 0 AH

1A
where (c; r; d) stand for column, row, and diagonal, respectively. Further, de�ne 
h =�

�q
Y Dgh(�h)

�
; �h = (1; ::; J)

�
IJ �Dgh(�h)

�
; �D2gh =

P
s>0 �

h(s) � D2Ghs
�
�h
�
;
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_Ah = DAh
�
D2uh(xh)�xh

�
; and �nally _Bh = DBh

�P
s>0 �

h(s) �D2Ghs
�
�h
�
��h

�
:

The matrix
� �

	T

�T

�
DA�

0 DB�
0
�
is given by:0BBBBBBBBBB@

r
�
Duh(xh)T

�
d
�
D2uh

�
d(�P T ) 0 c(��T ) 0 0 d

�
_Ah
�

0

0 d (�P ) 0 d(
h) 0 0 0 0 0

0 0 d
�
(
h)T

�
d( �D

2
gh) 0 c(IJ) c

�
(�h)T

�
0 d

�
_Bh
�

0 r(��2) �� 0 0 0 0 0 0

0 0 r(��hj�!0 ) r(��h(0)IJ) 0 0 0 0 0
0 0 �1 �2 0 0 �3 0 0

r(�uh) r(�xTh ) r(��Th ) r(��Th ) �pT �qT �b 0 0

1CCCCCCCCCCA
where �2 is the (G� S � 1)�G matrix

�2 =

24��h(0)IL�1 0
�
0 0

0 ::: 0
0 0

�
�h(S)IL�1 0

�
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and submatrix (��) will not be considered in the analysis. The submatrix �1 is
the J � H(S + 1) matrix de�ned as the transpose of the derivative of the budget
constraints with respect to : The submatrix �2 is the J �HJ matrix de�ned as the
transpose of the derivative of (FOC�) with respect to : The submatrix �3 is the
J�1 matrix de�ned as the transpose of the derivative of the budget balance equation
(BB) with respect to : It is de�ned as:

�3 =

0@ :P
h2H

�
�hj � ghj (�

h)
�

:

1A :

Claim 9 The submatrices �1 and �2 are given by �1 = r
��!
0 jT h1 � Y T

�
and �2 =

r
�
T h2 �Dgh(�h)

�
; respectively where T h1 and T

h
2 are full-rank diagonal matrices.

Proof. For simplicity, de�ne �j =
�
P
h2H �

h
jP

h2H �
h
j�2

P
h2H(�hj )

+ : Since generically �hj 6= 0

8h 2 H (corollary 1), then �1 � �j < 0 8j:
Choose any household h 2 H: From the budget constraints and since

rhj (s) =

 �
1� j

�P
h2H �

h
j � 2

P
h2H

�
�hj
�+P

h2H �
h
j � 2

P
h2H

�
�hj
�+

!
� rj(s) if �hj < 0 and (14)

rhj (s) =

 
2�

�
1� j

�P
h2H �

h
j � 2

P
h2H

�
�hj
�+P

h2H �
h
j � 2

P
h2H

�
�hj
�+

!
� rj(s) if �hj � 0;

then taking derivatives of
P

j r
h
j (s)g

h
j

�
�h
�
=
P

j r
h
j (s)�

h
j with respect to  2 RJ

yields: 0@��1 ���h1�� 0 0
0 ::: 0

0 0 ��J
���hJ ��

1A � Y T :
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De�ne T h1 =

0@��1 ���h1�� 0 0
0 ::: 0

0 0 ��J
���hJ ��

1A : Both terms are nonzero: �j < 0 8j and���hj �� > 0 8j: The second inequality follows from �hj 6= 0 8j; 8h (corollary 1). Thus,
T h1 is a full-rank diagonal matrix.

From the (FOC�) and using the de�nition of rh(s) from (14); then taking the
derivatives of

P
s>0 �

h(s)rh(s)Dgh(�h) with respect to  2 RJ yields:0@::: 0 0

0
�
�j � 1f�hj < 0g � �j � 1f�hj � 0g

�
�
P

s>0 �
h(s)rj(s) 0

0 0 :::

1A �Dgh(�h):

De�ne T h2 =

0@::: 0 0

0
�
�j � 1f�hj < 0g � �j � 1f�hj � 0g

�
�
P

s>0 �
h(s)rj(s) 0

0 0 :::

1A : Both

terms
�
�j � 1f�hj < 0g � �j � 1f�hj � 0g

�
and

P
s>0 �

h(s)rj(s) are nonzero (since �j <
0 8j; �h(s) > 0 8s; and rj = (::; rj(s); ::)T > 0). Thus, T h2 is a full-rank diagonal
matrix.

I will consider two subcases:

Subcase A: ��Th 6= 0 8h 2 H

I want to show that the matrix
� �

	T

�T

�
DA�

0 DB�
0
�
has full rank. From

claims 7 and 8 and since
�
�uh;�p

T ;�qT
�
6= 0 8h 2 H (claim 6), then the �rst,

second, and last row blocks are linearly independent from the others. Thus, the

matrix
� �

	T

�T

�
DA�

0 DB�
0
�
has full row rank i¤ the submatrix

0BBBBBB@

�P 0 0
0 :: 0
0 0 �P

0

1 0 0
0 :: 0
0 0 
H

0

::: ��2 ::: �� 0 0

0 r(��hj�!0 ) r
�
��h(0)IJ

�
0

0 �1 �2 �3

1CCCCCCA
has full row rank. By the de�nition of �2; the [H(S + 1) +G� (S + 1)] � HG

submatrix

0BB@
�P 0 0
0 :: 0
0 0 �P
::: ��2 :::

1CCA is a full rank matrix. I have left to show that the

matrix
�
r(��hj�!0 ) r

�
��h(0)IJ

�
0

�1 �2 �3

�
has full rank. Since �1 = r

��!
0 jT h1 � Y T

�
(claim 9) for a full rank matrix T h1 and Y

T has full row rank, then the �nal row
is linearly independent. The matrix r

�
��h(0)IJ

�
has full rank, so the submatrix
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�
r(��hj�!0 ) r

�
��h(0)IJ

�
0

�1 �2 �3

�
is a full rank matrix. This concludes the proof under

subcase A.

Subcase B: ��Th = 0 for some h 2 H
Recall the system of equations (a subset of the equations �T	 = 0):

:
�uhDu

h(xh) + �xThD
2uh(xh)���ThP ��pT� = 0:

:
(8:a) (8)

:

��xThP T +��Th
�

�q
Y Dgh(�h)

�T
= 0:

:

(8:b)

Suppose 9h0 2 H such that ��Th0 = 0: Postmultiply (8:a) by �xh0 and use (8:b) and
� to obtain:

�xTh0D
2uh

0
(xh

0
)�xh0 ��pT��xh0 = 0:

The left term is strictly negative (by assumption 2). Thus �pT 6= 0:

The matrix
� �

	T

�T

�
DA�

0 DB�
0
�
is given by:

0BBBBBBBBBB@

r
�
Duh(xh)T

�
d
�
D2uh

�
d(�P T ) 0 c(��T ) 0 0 d

�
_Ah
�

0

0 d (�P ) 0 d(
h) 0 0 0 0 0

0 0 d
�
(
h)T

�
d( �D

2
gh) 0 c(IJ) c

�
(�h)T

�
0 d

�
_Bh
�

0 r(��2) �� 0 0 0 0 0 0

0 0 r(��hj�!0 ) r(��h(0)IJ) 0 0 0 0 0
0 0 �1 �2 0 0 �3 0 0

r(�uh) r(�xTh ) r(��Th ) r(��Th ) �pT �qT �b 0 0

1CCCCCCCCCCA
From claim 7 and since �pT 6= 0; then the �rst and last row blocks are linearly
independent from the others. As in subcase A, it is known that the submatrix0BB@
�P 0 0
0 :: 0
0 0 �P
::: ��2 :::

1CCA is a full rank matrix. Thus, the matrix� � 	T

�T

�
DA�

0 DB�
0
�

has full rank i¤ the submatrix0BBBBB@
(
1)T 0 0
0 ::: 0

0 0 (
H)T

(��1j�!0 ) ::: (��H j�!0 )��!
0 jT 11 � Y T

�
:::

��!
0 jTH1 � Y T

�
�D2g1 0 0
0 ::: 0
0 0 �D2gH

��1(0)IJ ::: ��H(0)IJ
T 12 �Dg1(�1) ::: TH2 �DgH(�H)

IJ
:
IJ
0
0

(�1)T

:
(�H)T

0
�3

1CCCCCA
(15)
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has full row rank where �1;�2 have been replaced using claim 9. By de�nition,

(
h)T =

�
�q

Y Dgh(�h)

�T
: If the submatrix

M =

0BB@
(Y Dg1(�1))

T
0 0

0 ::: 0

0 0 (Y DgH(�H))
T

T 11 � Y T ::: TH1 � Y T

IJ
:
IJ
0

1CCA (16)

has full row rank, then since
�
��1(0)IJ ::: ��H(0)IJ

�
has full rank, the subma-

trix (15) would have full row rank.

Claim 10 The matrix M as de�ned in (16) has full row rank.

Proof. To verify full row rank ofM; I will pre-multiplyM by !T =
��
!T
�h

�
h2H

; !T

�
and verify that !TM = 0 implies !T = 0:

Take any household h 2 H: The equations of !TM = 0 are given by:

:

!T
�h
(Y Dgh(�h))

T
+ !T T

h
1 � Y T = 0:

:

(17:a) (17)

X
h2H

!T�h = 0: (17:b)

Since (Y Dgh(�h))T =
�
Dgh(�h)

�T
Y T ; then equation (17:a) becomes:�

!T�h
�
Dgh(�h)

�T
+ !T T

h
1

�
Y T = 0:

With Y T full row rank, then

!T�h
�
Dgh(�h)

�T
+ !T T

h
1 = 0

!�h = �
�
Dgh(�h)

��1
T h1 ! (18)

where equation (18) follows by taking transposes and noting thatDgh(�h) is invertible
and T h1 is diagonal. This equation (18) holds 8h 2 H: From (17:b) :X

h2H

�
Dgh(�h)

��1
T h1 ! = 0: (19)

By de�nition,
�
Dgh(�h)

��1
= D ~f

h
(�h) and T h1 =

0@��1 ���h1�� 0 0
0 ::: 0

0 0 ��J
���hJ ��

1A with

strictly positive diagonal terms. If fh is given by the canonical representation, then
D ~f

h
(�h) is a diagonal matrix with strictly positive diagonal terms. Thus, D ~f

h
(�h)�T h1

is a diagonal matrix with strictly positive terms and this holds 8h 2 H: Adding up
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over all households, the matrix
P

h2HD
~f
h
(�h) � T h1 is diagonal with strictly positive

terms.
The matrix

P
h2HD

~f
h
(�h) � T h1 has full rank under the canonical representation

for
�
fh
�
h2H : The transaction costs mappings that are used in the statement of the

theorem are those de�ned in lemma 2 as belonging to an open set around the canonical
representation. In this open set,

P
h2HD

~f
h
(�h) � T h1 has full rank.

Therefore,
P

h2H
�
Dgh(�h)

��1 � T h1 has full rank and so (19) implies that ! = 0:
From (18); !�h = 0 8h 2 H: As !T = 0; the matrix M has full row rank.

This concludes the proof under case I (both subcases).

Case II: �xTh = 0 for some h 2 H
I will show that over a generic subset of E = f(eh)h2 H : e

h >> 0g; the system
of equations (�;�0) has no solution. Recall the system of equations (a subset of the
equations �T	 = 0):

:
�uhDu

h(xh) + �xThD
2uh(xh)���ThP ��pT� = 0:

:
(8:a) (8)

:

��xThP T +��Th
�

�q
Y Dgh(�h)

�T
= 0:

:

(8:b)

:

��Th

�
�q

Y Dgh(�h)

�
+��Th

P
s>0 �

h(s) �D2Ghs
�
�h
�
+�qT = 0:

:

(8:c)

Suppose 9h0 2 H such that �xTh0 = 0: From (8:a) and �; I obtain

�uh0Du
h0(xh0)���Th0P ��pT� = 0

Duh
0
(xh

0
)� �h0P = 0

which together imply that �pT = 0 and ��Th0 = �uh0�
h0: From (8:b); since Y Dgh(�h)

has full column rank, then ��Th0 = 0: From (8:c) and �; after plugging in ��Th0 =
�uh0�

h0 and ��Th0 = 0 to (8:c); then �qT = 0: For all other h 6= h0; postmulti-
ply �uhDuh(xh) by �xh and use both �rst order conditions in � and (8:b) to get
�uhDu

h(xh)�xh = 0: Next, postmultiply (8:a) by �xh and use (8:b) and (8:c) (as
in the proof of claim 6) to arrive at

�xThD
2uh(xh)�xh = ���Th

�X
s>0

�h(s) �D2Ghs
�
�h
��
��h: (9)

In (9); the left hand side is strictly negative if �xh 6= 0 and the right hand side is
nonnegative. Thus �xTh = 0 8h 2 H: From (8:b); since Y Dgh(�h) has full column
rank, then ��Th = 0 8h 2 H:
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Thus 8h 2 H; ��Th = �uh�
h and

��
�uh;��

T
h

�
h2H ;�b

�
are the only nonzero

elements of �: As such, the following is the equation from �T	 = 0 corresponding
to derivatives with respect to p :P

h2H��
s
h

�
ehnL(s)� xhnL(s)

�T
= 0 8s � 0 (20)

where
�
ehnL(s)� xhnL(s)

�
is the (L � 1)�dimensional vector of household negative

excess demand with the numeraire commodity excluded. For the analysis to hold at
this point, I must use the assumption that L � 2: Plugging in ��Th = �uh�

h into
equation (20) and only considering the �rst physical commodity l = 1 and the �nal
s > 0 states, I haveP

h2H�uh�
h(s)

�
eh1(s)� xh1(s)

�T
= 0 8s > 0

or in matrix notation0@ �1(1)(e11(1)� x11(1)) :::: �H(1)(eH1 (1)� xH1 (1))
: :

�1(S)(e11(S)� x11(S)) :::: �H(S)(eH1 (S)� xH1 (S))

1A0@ �u1
:

�uH

1A = 0:

From lemma 3, generically on E = f(eh)h2 H : e
h >> 0g; �uh = 0 8h 2 H: Thus

��Th = 0 8h 2 H: The following is the equation from �T	 = 0 corresponding to
derivatives with respect to  :X

h2H
��Th (�1)

T +��Th (�2)
T +�b (�3)

T = 0:

Since ��Th = ��
T
h = 0 8h 2 H and (�3)

T has generic full row rank by corollary 1,
then �b = 0: The entire vector �T = 0; which cannot be since �0 guarantees that
�T�=2 = 1: I conclude that generically case II is not possible. This completes the
proof of the theorem. �

4 Proofs of lemmas

Proof of Lemma 2

Proof. From lemma 1, take any endowment
�
eh
�
h2H from the generic subset of

E = f(eh)h2 H : eh >> 0g: Then, given the canonical representation for fh; the
resulting equilibrium variables will be regular values of �: De�ne the parameters as
�� =

�
�eh; �uh; �fh

�
h2H (where

�fh has the canonical representation). For that ��, there

exist �nitely many equilibria
�
��i; ��

�
i = 1; ::; I where ��i =

��
�xhi ; ��

h
i

�
h2H ; �pi; �qi

�
:

Implicit in lemma 1 is the result that there exists an open set �0 for all regular values
�� and open sets �0i such that ��i 2 �0i 8i = 1; ::; I: Further, the sets �0i are disjoint
across i and 8� 2 �0; 9! equilibrium �hi 2 �0i:
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The parameters � =
�
eh; uh; fh

�
h2H in the open set �

0 will be composed of trans-
action costs mappings

�
fh
�
h2H in an open set around the canonical representation.

The mapping ~fh(�h) =
�
�h1 ; :::; �

h
J

�
+
�
fh1 (�

h); :::; fhJ (�
h)
�
is a function of the pa-

rameter fh and the equilibrium variables �h: At ��; then ~fh(��
h
) =

�
��
h
1 ; :::;

��
h
J

�
+�

�fh1 (
��
h
); :::; �fhJ (

��
h
)
�
and equilibrium conditions imply that the mapping ~fh is invert-

ible (claim 3). The set of invertible matrices is open. Thus, for any parameters
� 2 �0; the mapping ~fh de�ned as ~fh(�h) =

�
�h1 ; :::; �

h
J

�
+
�
fh1 (�

h); :::; fhJ (�
h)
�
will also

be invertible.

Proof of Lemma 3

Proof To prove this, �rst de�ne

Z =

0@ �1(1)(e11(1)� x11(1)) :::: �H(1)(eH1 (1)� xH1 (1))
: :

�1(S)(e11(S)� x11(S)) :::: �H(S)(eH1 (S)� xH1 (S))

1A :

I will show that generically on E ; the matrix

M 0 = D�;!

0@ �
Z!

!T!=2� 1

1A =

0@ D��j�(�;�)=0
D�;!Z!�
0 j !

�
1A

has full row rank. Since M 0 has more rows than columns, if M 0 has full row rank,

then the equations

0@ �
Z!

!T!=2� 1

1A = 0 will generically not hold. Thus, Z will

generically have full column rank. To show that generically on E , the matrix M 0 has
full row rank, I have to show that the extended matrix

M =

0@M 0 j

0@ De�j�(�;�)=0
DeZ!
0

1A1A
has full row rank.

Since this proof is independent from the proof in the body, notation will be re-
peated. To show that M has full row rank, premultiply by the row vector uT =�
�xT ;��T ;��T ;�pT ;�qT ;�zT ;�!

�
: The lemma is proved upon showing that

uT = 0: For convenience, the vector uT is divided into the indicated subvectors
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which correspond sensibly with the following equations of

0@ �
Z!

!T!=2� 1

1A :

�xT () FOCx

��T () BC

��T () FOC�

�pT () MCx

�qT () MC�

�zT () Z!

�! () !T!=2� 1:

I shall list the equations of uTM = 0 in the order that is most convenient to obtain
uT = 0: At my disposal are �(�; �) = 0 and ! 6= 0.

First, for the columns corresponding to derivatives with respect to xh and eh for
any h 2 H :

�xThD
2uh(xh)���ThP ��pT���zT�h3 = 0

��ThP +�p
T� +�zT�h3 = 0

where the matrices P and � are as de�ned previously and �h3 is the S �G matrix

�h3 =

26640 j

0BB@
�
�h(1)!h

�!
0
�

0 0

0 ::: 0

0 0
�
�h(S)!h

�!
0
�
1CCA
3775 :

By assumption 2,
�
�xTh ;��

T
h

�
= 0 8h 2 H; �pl(s) = 0 8(l; s) =2 f(1; 1); ::; (1; S)g;

and
�p1(s) + �zs�

h(s)!h = 0 8s > 0 and 8h 2 H: (21)

Second, for the columns corresponding to derivatives with respect to �h for any
h 2 H and q :

��Th
X

s>0
�h(s) �D2Ghs

�
�h
�
+�qT = 0 (22)P

h2H��
T
h (��h(0)) = 0:

From corollary 1, for a generic subset of E ; �hj 6= 0 8j; 8h: By the de�nition of
�hj =

~fhj
�
�h
�
; this implies that �hj 6= 0 8j; 8h: For any h 2 H; from claim 5, the

matrix
P

s>0 �
h(s) �D2Ghs

�
�h
�
is negative semide�nite. Moreover, from equation (7)

(recall the equation is given byX
s>0

�h(s) �D2Ghs
�
�h
�
= ��h(0)D2F h

�
�h
� h
D ~fh

�
�h
�i�2

), (7)

if D2F h
�
�h
� h
D ~fh

�
�h
�i�2

is positive de�nite, then
P

s>0 �
h(s) � D2Ghs

�
�h
�
is neg-

ative de�nite. By de�nition, D2F h
�
�h
�
is positive de�nite so long as �hj 6= 0
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8j: Multiplication by
h
D ~fh

�
�h
�i�2

preserves the positive de�niteness (for open

sets of transaction costs mappings ~fh around the canonical representation). Thus,P
s>0 �

h(s) �D2Ghs
�
�h
�
is negative de�nite.

Postmultiply the �rst equation of (22) by ��h�
h(0): The �rst term

�h(0)��Th

�X
s>0

�h(s) �D2Ghs
�
�h
��
��h � 0 ( < 0 if ��h 6= 0) 8h 2 H:

This is because the matrix
P

s>0 �
h(s) �D2Ghs

�
�h
�
is negative de�nite and �h(0) > 0.

The second term �qT��h�
h(0) will be equal to 0 when summed over all households.

The only way thatP
h2H �

h(0)��Th

�X
s>0

�h(s) �D2Ghs
�
�h
��
��h +

P
h2H�q

T��h�
h(0) = 0

is if ��Th = 0 8h 2 H .9 From (22); �qT = 0:
Finally, for the columns corresponding to derivatives with respect to �h for any

h 2 H and ! :

�zT�h4 = 0 (23)

�zTZ +�! (!) = 0

where �h4 is the S � (S + 1) matrix

�h4 =

0@0 j
(eh1(1)� xh1(1))!

h 0 0
0 ::: 0
0 0 (eh1(S)� xh1(S))!

h

1A :

From (23); I obtain that

�zs(e
h
1(s)� xh1(s))!

h = 0 8h 2 H and 8s > 0:

Generically (corollary 1), (eh1(s)� xh1(s)) 6= 0 8s; 8h and since ! 6= 0; then for some
h; (eh1(s)� xh1(s))!

h 6= 0 8s > 0: Thus �zs = 0 8s > 0: From (21); the remaining
terms of �pT are equal to 0; namely �p1(s) = 0 for s > 0: With ! 6= 0; the scalar
�! = 0 (from (23)). Thus uT = 0 and the proof of lemma 3 is complete.�
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